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ABSTRACT

This study examines the performance of the NCEP Global Forecast System (GFS) surface layer parame-

terization scheme for strongly stable conditions over land in which turbulence is weak or even disappears

because of high near-surface atmospheric stability. Cases of both deep snowpack and snow-free conditions are

investigated. The results show that decoupling and excessive near-surface cooling may appear in the late af-

ternoon and nighttime, manifesting as a severe cold bias of the 2-m surface air temperature that persists for

several hours ormore. Concurrently, because of negligible downward heat transport from the atmosphere to the

land, a warm temperature bias develops at the first model level. The authors test changes to the stable surface

layer scheme that include introduction of a stability parameter constraint that prevents the land–atmosphere

system from fully decoupling and modification to the roughness-length formulation. GFS sensitivity runs with

these two changes demonstrate the ability of the proposed surface layer changes to reduce the excessive near-

surface cooling in forecasts of 2-m surface air temperature. The proposed changes prevent both the collapse of

turbulence in the stable surface layer over land and the possibility of numerical instability resulting from thermal

decoupling between the atmosphere and the surface. The authors also execute and evaluate dailyGFS 7-day test

forecasts with the proposed changes spanning a one-month period in winter. The assessment reveals that the

systematic deficiencies and substantial errors in GFS near-surface 2-m air temperature forecasts are consid-

erably reduced, along with a notable reduction of temperature errors throughout the lower atmosphere and

improvement of forecast skill scores for light and medium precipitation amounts.

1. Introduction

In numerical weather and climate models, the lowest

model layer is usually considered to be the surface layer,

through which atmospheric forcing from the parent at-

mospheric model drives a land surface model, while the

land surface model in turn provides the lower boundary

conditions to the atmospheric model. Also, in the data

assimilation systems that provide initial conditions for

atmospheric forecast models, the land surface skin

temperature is a critical surface field for the assimilation

of satellite radiance observations, especially observa-

tions in so-called window channels that are sensitive to

the state of the earth surface (Zheng et al. 2012).

Thus, the surface layer parameterization strongly in-

fluences both 1) the land–atmospheric coupling ‘‘strength’’

and 2) the surface heat andmomentumfluxes, land surface

skin temperature, and the near-surface air temperature,

hence the parameterization serves a critical role in nu-

merical weather and climate prediction (Santanello et al.

2009; van den Hurk et al. 2011; Dirmeyer et al. 2012).
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Despite several decades of research into surface layer

treatments in numerical models, ongoing challenges re-

main in parameterizing the very stable surface layer, owing

to a high sensitivity arising from the small magnitudes of

the vertical heat fluxes composing the heat budget of the

very stable surface layer (Fernando and Weil 2010;

Holtslag et al. 2013; Mahrt 2014; Medeiros and Fitzjarrald

2014; Steeneveld 2014).

A problem common to surface layer parameteriza-

tion is related to the Monin–Obukhov (MO) similar-

ity hypothesis, which describes (as presented in the

appendix) the vertical behavior of nondimensionalized

mean flow and turbulence properties within the sur-

face layer (Monin and Obukhov 1954). In spite of its

widespread use, MO similarity theory has limitations,

such as its difficulty in properly reproducing turbulent

fluxes in the very stable regime, or even the in-

termediate stable regime (Zilitinkevich and Calanca

2000;Holtslag et al. 2007; Fernando and Weil 2010;

Van de Wiel et al. 2012a,b; Vihma et al. 2014; Mahrt

2014, Grachev et al. 2013, 2015). Consequently, the

stable boundary layer overall remains inadequately

represented in weather and climate models (Sandu

et al. 2013; Steeneveld 2014).

The deficiencies in parameterizations of the very sta-

ble boundary layer in weather and climate models may

result in excessive cold bias and even collapse of tur-

bulence with unrealistic decoupling of the atmosphere

from the surface (e.g., Derbyshire 1999; Mahrt et al.

1998; Van de Wiel et al. 2012a,b; Mahrt 2014; Couvreux

et al. 2016). Some other models show a possible warm

bias of surface temperature during calm nights (Atlaskin

and Vihma 2012). In addition to the condition of weak

turbulence, decoupling largely depends on land surface

parameters like surface roughness and soil thermal dif-

fusivity (Derbyshire 1999). Using a simple bulk-model

analog to the stably stratified case, Van de Wiel et al.

(2007, 2012a,b) studied the mechanism behind the col-

lapse of turbulence in the nocturnal boundary layer.

Their analytical theory derives a critical value associated

with the surface roughness length for momentum and

shows that a collapse of turbulence can occur when a

certain critical value of the MO stability parameter is

exceeded.

Users of the NCEPGlobal Forecast System (GFS), as

well as verification of GFS forecasts performed in the

EnvironmentalModeling Center (EMC) of NCEP, have

long reported large errors in GFS forecasts of near-

surface air temperature in some regions and seasons

(e.g., Freedman and Ek 2004; Atlaskin and Vihma 2012;

Bosveld et al. 2014). In particular, severe cold biases of

2-m air temperature typically occur in the late afternoon

and nighttime, especially during spring, autumn, and

winter, which suggests the biases are related to the

transitional period from daytime unstable boundary

layer conditions to nocturnal stable conditions.

There are many factors that may contribute to such

cold biases in model forecasts of near-surface air tem-

perature in stable boundary layers, such as horizontal

advection, representation of clouds in the boundary

layer (Sandu et al. 2013), and, especially, vertical tur-

bulent mixing. The vertical turbulent mixing associated

with subgrid-scale land surface heterogeneity, gravity

waves, and subgrid-scale motions such as cold air

drainage is usually omitted in numerical models (Mahrt

2008; Stoll and Porté-Agel 2009; Steeneveld et al. 2010;

Steeneveld 2011). However, in the real world, such

sources of vertical mixing sometimes represent the

dominant source of generating turbulence in very stable

boundary layers, which arise from strong net radiative

cooling of the surface or by the flow of warm low-level

air over much cooler surfaces, such as snow-covered

surfaces. In such very stable boundary layers, the weak

and typically intermittent turbulence generally fails to

achieve equilibrium with the constantly changing sub-

mesoscale motions (Mahrt 2014). To compensate for

errors caused by the poor or omitted representation of

these processes in numerical models, several approaches

have been applied to reduce the cold near-surface

temperature bias over land (Sandu et al. 2013;

Holtslag et al. 2013; Steeneveld 2014). For example, at

the European Centre for Medium-Range Weather

Forecasts (ECMWF), the turbulent diffusion in stable

conditions was artificially enhanced to eliminate to a

large extent the systematic 2-m air temperature biases in

winter seasons (Viterbo et al. 1999).

This paper examines the behavior of the GFS pa-

rameterization scheme for the stable surface layer over

land, especially for the very stable condition, to in-

vestigate the severe cold biases of the GFS 2-m air

temperature forecasts. Moreover, daily GFS 7-day test

forecasts spanning a 1-month period are executed to

determine if the proposed approaches improveGFS 2-m

air temperature forecasts consistently throughout a full

month of daily forecasts.

The paper is organized as follows: in section 2 the

NCEP GFS model and Noah land surface model are

briefly described. The parameterization of and our

proposed changes to the GFS stable surface layer are

presented in section 3. Section 4 presents results from

GFS simulations in two forecast cases applying our

proposed approaches in the surface layer scheme.

The results for one month of daily winter forecasts

using the proposed approaches are given in section 5.

Finally, the conclusions from this study are presented

in section 6.
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2. NCEP GFS model and Noah land surface model

The NCEP GFS is the operational NCEP global

spectral numerical forecast model [and its associated

ensembleKalman filter (EnKF) hybrid data assimilation

system providing the initial states] based on the primi-

tive dynamical equations for the fluid dynamics and a

suite of parameterizations for atmospheric physics.

There have been substantial recent updates of the op-

erational GFS, such as adoption of semi-Lagrangian

dynamics and higher horizontal resolution (T1534). The

Noah land surface model is coupled to the GFS and,

along with the GFS surface layer scheme, determines

the heat, moisture, and momentum exchanges between

the land surface and the atmosphere. The Noah land

surface model has four soil layers, a linearized surface

energy budget formulation that can be explicitly solved

for the land surface skin temperature (Ek 2004) and

applies several input land datasets such as soil and

vegetation type, a seasonally varying green vegetation

fraction, snow-free albedo, and maximum snow albedo

(Ek et al. 2003).

In parameterizing the planetary boundary layer, the

currently operational GFS applies the hybrid eddy-

diffusivity mass-flux (EDMF) planetary boundary layer

scheme that includes dissipative heating and modified

stable boundary layer mixing (Han et al. 2016). This

EDMF scheme replaces the former GFS nonlocal first-

order mixing scheme, which included stratocumulus-top-

driven turbulence mixing (Troen and Mahrt 1986; Hong

and Pan 1996; Han and Pan 2011). In the surface layer,

the GFS applies the MO similarity profile scheme with

modified stability functions (Miyakoda and Sirutis 1986;

Long 1984, 1986). Momentum and thermal roughness

lengths are necessary to estimate the surface fluxes from

the atmospheric surface layer similarity theory. In the

current operational GFS, the momentum roughness

length z0M is specified according to the fixed vegetation

types but has no seasonal variation. The thermal rough-

ness length z0H is derived by a seasonally varying for-

mulation dependent on the seasonal cycle of green

vegetation fraction (Zheng et al. 2012). In this z0H
formulation, a key parameter known as Czil is specified

according to a dependence on canopy height, as described

in section 3b.

3. Surface layer stable condition

In the GFS model, the parameterization of turbulent

fluxes for momentum, heat, and moisture within the

stable surface layer was developed by Long (1986),

based on the surface layer scheme in the Geophysical

Fluid Dynamics Laboratory’s ‘‘E2’’ physics package

(Miyakoda and Sirutis 1986). Unlike many other

schemes that impose an upper bound on the permitted

magnitude of the stable bulk Richardson number, this

parameterization scheme uses an alternative flux-profile

formulation that imposes no critical bulk Richardson

number, that is, it has no limitation of a finite critical

bulk Richardson number throughout a continuous range

of the stable regime. The appendix briefly presents the

features of this scheme.

a. Introduction of a stability parameter constraint

During nighttime, there is no shortwave radiation and

almost no surface latent heat flux (evaporation), so the

nighttime surface energy balance is typically reduced to

the net longwave radiation at the surface (difference of

downward and outgoing longwave radiation at the sur-

face) being balanced by the sum of ground heat flux and

sensible heat flux. Other subgrid-scale nonturbulent mo-

tions (such as cold-air drainage) can affect the actual

surface energy budget, but such nonturbulentmotions are

usually small and typically omitted in numerical models

(Mahrt 2014). However, for the very stable regime, the

surface sensible heat flux can also be very small. There-

fore, the surface energy balance in very stable conditions

can exhibit a distinctly different behavior and sensitivity

owing to the turbulence being very weak or virtually

nonexistent. Under such very stable conditions, the sur-

face energy budget in models has a high likelihood of

reducing to the net longwave radiation at the surface

being balanced merely by the ground heat flux. Hence,

the subgrid-scale nonturbulent motions may no longer be

negligible in the surface energy budget (e.g., over deep

snowpack where the ground heat flux can also be very

small). The solution of surface skin temperature from the

surface energy balance may be a very different equilib-

rium state from the one of nonnegligible turbulence

(Derbyshire 1999; Van de Wiel et al. 2002a, b). We ex-

plore this possibility further below.

Derbyshire (1999) considered a very stable case

under a clear night and illustrated that two different

stable boundary responses were possible because of the

strong surface radiative cooling. One response is a

negative feedback whereby the surface cooling de-

creases the surface temperature that, in turn, increases

the vertical temperature gradient and generates more

downward sensible heat flux, which augments the

ground heat flux to balance the next longwave radiative

cooling, so the drop in surface skin surface substantially

moderates. This type of boundary layer response stabi-

lizes the coupled land–atmosphere system and has one

quasi–steady state. The second response is a positive

feedback whereby the increase of the vertical tempera-

ture gradient resulting from the surface cooling in-

creases the atmospheric stability and suppresses the
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turbulent sensible heat flux, even ultimately to zero, so

that there is very weak or no downward sensible heat

flux to compensate for the radiative surface cooling. So

ultimately, the land surface temperature drops much

further until the increase in the ground heat flux from

the increased soil temperature gradient is sufficient to

balance the net surface longwave radiation. If sub-

stantial snowpack is present, the land surface tempera-

ture drop is even more extreme because the insulating

effect of the snowpack suppresses the ground/subsurface

heat flux. This second type of very stable boundary layer

response leads the coupled land–atmosphere system to a

dramatically different regime that results in very ex-

cessive cooling of the land surface, and hence results in

excessive cooling of the 2-m air temperature, which is

diagnosed from the land surface temperature and the

lowest model level atmospheric temperature.

Therefore, it is clear that in order to derive a suitable

equilibrium solution for the very stable surface layer, the

surface energy balance needs to include other in-

dependent forcings, even if indirectly. One such alter-

native approach is to prevent the collapse of turbulence

and avoid a positive feedback in the boundary layer.

Van de Wiel et al. (2007) used a simple flow analogy of

stably stratified atmospheric flow to study the collapse of

turbulence and indicated that the system has a marginal

state or a ‘‘turning’’ point expressed by a critical value of

the MO stability parameter (z/L)lim, according to a lin-

ear analytical theory. This turning point separates nu-

merically unstable from numerically stable solutions,

and beyond it no equilibrium solution exists. Therefore,

this turning point predicts a collapse of turbulence

when a certain value of the MO stability parameter z/L

is exceeded.

For real and complicated atmospheric stratified flows

in numerical models such as the GFS, it is difficult to

analytically derive such a turning point value of (z/L)lim.

Thus, the simple approach in this study is to employ the

linear theory expression of Van de Wiel et al. (2007) in

Eq. (A13) as follows:

(z/L)
lim

5

ln
� z

z
0M

�

2a
�
12

z
0M

z

� . (1)

Use of the above limitation of the MO stability param-

eter in the surface layer stable conditions basically im-

plies only considering cases in which sensible heat flux is

proportional to the temperature difference (Basu et al.

2008; Gibbs et al. 2015). Following Basu’s method (Basu

et al. 2008), Fig. 1 provides examples of the iterative

solutions for the friction velocity u* versus the negative

sensible heat flux 2hwui by using the Dyer (1974) form

of u and the form of u in the GFS [Eq. (A12)], re-

spectively. Compared to the Dyer form, the GFS form

exhibits lower z/L and higher u* as 2hwui increases.

The GFS control run leads to the numerically unstable

iterative solutions of u* if 2hwui is larger than the

maximum achievable sensible heat flux 2hwuiM. With

the stability parameter constraint in Eq. (1), the GFS

experimental runs show the numerically stable iterative

solutions for u* under large negative sensible heat flux

conditions with the minimum friction velocity sustained

near or above 2hwuiM.
The iterative solution for u* is sensitive to the height z

(i.e., the height of the first model level). As illustrated in

Fig. 1, reduction of this height from 20 to 10m increases

the maximum achievable sensible heat flux 2hwuiM,
implying that a finer vertical model grid can reduce the

chances of a nonexistent real solution for u*. However,

the numerically unstable iterative solutions of u* still

remain when the negative sensible heat flux is larger

than2hwuiM and thus the constraint on theMO stability

parameter in Eq. (1) is still necessary to avoid the nu-

merically unstable solutions.

In the modified GFS surface layer parameterization

scheme tested here, the MO stability parameter z/L is

limited by the value (z/L)lim in Eq. (1) under stable

conditions, so the collapse of turbulence is prevented for

the very stable case, as shown by experiments in the next

section. It should be noted that use of this limitation

implies that the model is only able to capture the near-

neutral to weakly stable regime.

b. Introduction of seasonality to the roughness length
and revised parameter Czil

As mentioned in the introduction, the surface rough-

ness length for momentum is an important parameter

affecting the land–atmosphere interaction and turbu-

lence behavior. In the current GFSmodel, z0M is fixed in

time and its value is assigned for each vegetation class, as

shown in Table 1. However, many estimates of surface

roughness length for momentum reveal a large temporal

variability, most apparently in arid and semiarid regions

over the globe (e.g., Hagemann 2002; Prigent et al.

2005). Thus, seasonal variations of surface roughness

length for momentum are expected especially over the

western continental United States (CONUS), which is

primarily covered by grassland, broadleaf shrubs, or

cultivated areas, as well as over the cultivated portions

of the eastern CONUS.

Furthermore, the treatment of thermal roughness

length z0H has been demonstrated to significantly affect

estimates of the surface exchange coefficient for heat

and the forecast of the land surface skin temperature,
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especially over the arid and semiarid regions in the

warm season (Zheng et al. 2012). For the vegetation-

dependent formulation of thermal roughness length in

the current GFS model, a critical parameter known

as Czil (Brutsaert 1975; Zilitinkevich 1995) used in the

determination of the ratio of momentum roughness

length to thermal roughness length is an empirical co-

efficient and assigned different values as a function of

canopy height h (Chen and Zhang 2009), where h is

taken as z0M/0.07. As seen in Table 1,Czil values formost

TABLE 1. Summary of values of surface roughness length for momentum z0M (m) and theCzil parameter as function of vegetation class for

the control run and the experiments.

Vegetation class CTL: z0M EXP: z0M_max EXP: z0M_min CTL: Czil EXP: Czil

Broadleaf evergreen trees 2.653 0.500 0.500 0.000 0.8

Broad deciduous trees 0.826 0.500 0.500 0.000 0.8

Broadleaf and needleleaf trees 0.563 0.500 0.500 0.001 0.8

Needleleaf evergreen trees 1.089 0.500 0.500 0.000 0.8

Needleleaf deciduous trees 0.854 0.500 0.500 0.000 0.8

Broadleaf trees with ground cover 0.856 0.150 0.150 0.000 0.8

Groundcover only 0.035 0.120 0.100 0.631 0.8

Broadleaf shrubs with groundcover 0.238 0.050 0.010 0.044 0.8

Broadleaf shrubs with bare soil 0.065 0.060 0.010 0.425 0.8

Dwarf trees and shrubs with groundcover 0.076 0.150 0.150 0.368 0.8

Bare soil 0.011 0.010 0.010 0.865 0.8

Cultivations 0.035 0.150 0.050 0.631 0.8

Glacial 0.011 0.001 0.001 0.865 0.8

FIG. 1. (right) Iterative solutions for friction velocity u* (m s21) as a function of negative sensible heat flux2hwui
(Km s21) by using the Dyer (1974) form of u (black) and the form of u in the GFS. (left) The MO stability

parameter z/L as a function of negative sensible heat flux. GFS EXP (blue) and GFS CTL (red) denote iterative

solutions with and without the stability parameter constraint, respectively. The dashed vertical lines (green) in-

dicate the maximum achievable sensible heat flux 2hwuiM for GFS CTL. The reference potential temperature is

assumed 270K in all these tests.
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vegetation categories are much smaller than the 0.8

value used in Zheng et al. (2012). The Czil values for

grassland (class 7), broadleaf shrubs (class 8), and cul-

tivations (class 12) are 0.631, 0.044, and 0.631, re-

spectively. These three vegetation categories with small

green vegetation fraction dominate the western

CONUS. According to the MO similarity theory, z0H is

considered as the roughness height at which the loga-

rithmic profile of potential temperature within the sur-

face layer reaches the surface value of the potential

temperature. Small Czil leads to high thermal roughness

length z0H, thus increases the surface exchange co-

efficient CH, and consequently results in large surface

heat flux (Long 1984, 1986). For example, the higher z0H
over the arid western CONUS results in more surface

heat flux during daytime and a cold bias of daytime land

surface skin temperature (Zheng et al. 2012).

In this study, in addition to the new stable-case con-

straint of (z/L)lim in Eq. (1), the time-invariant value of

z0M for each vegetation class employed in the current

GFS is replaced with a seasonally varying z0M value that

is obtained by temporal interpolation between a sum-

mer and winter value for each vegetation class (as shown

in Table 1). Moreover, in our GFS tests here, the Czil

parameter is simply taken as the constant 0.8 (Zheng

et al. 2012), replacing the dependence of the Czil pa-

rameter on vegetation canopy height in the current op-

erational GFS to reduce a cold bias of daytime land

surface skin temperature.

4. Two forecast test cases

A series of five GFS experiments (EXP) are per-

formed to examine the impacts of the changes described

in sections 3a and 3b. The control run (CTL) uses the

current GFS operational version. EXP1 tests the impact

of using both the updated z0M and constant Czil 5 0.8

treatments. EXP2 applies only the updated z0M treat-

ment (leaving the treatment of the parameter Czil un-

changed), EXP3 applies only the change to a constant

Czil 5 0.8, and EXP4 applies only the MO stability pa-

rameter constraint (z/L)lim according to Eq. (1). Finally,

EXP5 is performed with all three changes, namely, the

two changes of EXP1 plus theMO stability constraint of

EXP4. Two GFS forecast cases are selected to demon-

strate the impact of these modifications. One is over

snowpack during Northern Hemisphere winter and one

is a snow-free case in Northern Hemisphere autumn.

a. Winter case over snowpack

In an analysis from NCEP’s Weather Prediction

Center (WPC), a low pressure system moved from

central Canada to the lower Great Lakes from 13 to

15 February 2015, and then reorganized into a coastal

low off the northern mid-Atlantic coastline. A very cold

Arctic air mass spread into the eastern United States

behind the deepening coastal low, which continued to

intensify as it moved northeastward along the coastline.

The winter snowstorm associated with this low pressure

system brought strong winds and heavy snow across

much of the mid-Atlantic and northeastern United

States. As the low pressure system moved farther

northeastward away fromNew England, a high pressure

system moved over the northeastern United States, and

winds became quite weak in that region, especially near

and following sundown.

From the initial conditions of 0000 UTC 16 February

2015, the GFS was executed for a 7-day forecast for the

control run and the five experiments (EXP1, EXP2,

EXP3, EXP4, and EXP5). The CTL exhibits unrea-

sonably rapid cooling in some regions of the northeast

United States in the late afternoon on 17 and 18 Febru-

ary, as evident in Figs. 2a and 2b, which show the 3-h

change in the GFS predicted 2-m air temperature over

the northeast United States from 2100 to 0000 UTC for

these two days. Some areas show more than a 158C drop

during the 3 h before sunset. Figures 2c and 2d show the

difference of 2-m temperature between the EXP5 and

CTL runs, indicating that the large drop of 2-m tem-

perature occurring over New York State and other re-

gions in the northeastern United States is reduced by

about half in EXP5. This improvement is further illus-

trated in Fig. 3, which provides a comparison of the 72-h

hourly time series for all six runs and the verifying

station observations of 2-m temperature for Utica,

New York (43.0748N, 75.2758W), from 0000 UTC

16 February to 0000 UTC 19 February 2015. This site is

covered by deciduous broadleaf forecast, and the z0M is

0.826m in CTL, EXP3, and EXP4, and 0.5m in EXP1,

EXP2, and EXP5. The 2-m temperature in CTL drops

very fast from 2100 UTC 16 February until 0000

UTC 17 February 2015. The rapid cooling is up to 158C
during these 3h, indicating a severe cold bias compared to

the observations. It takes about 9h to recover during the

early evening. This kind of phenomenon of excessive

cooling happens again on the following day (i.e., before

0000 UTC 18 February), and persists even longer (until

0900 UTC 18 February) before recovery. The sensitivity

tests of EXP1, EXP2, and EXP3 show a 1–2K reduction

of cooling in the late afternoon and nighttime but still

show dramatically poor behavior similar to the CTL run

and very little improvement. The EXP4 and EXP5 runs

are quite similar and substantially avoid the rapid tem-

perature drop in the late afternoon and agree much more

closely with the observations (although they get a little

too warm in the late evening of either 17 or 18 February),
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indicating the MO stability parameter constraint is the

most effective modification to reduce the excessive cold

bias of 2-m temperature. The updated z0M and constant

Czil 5 0.8 treatments exhibit notable impacts on the

surface skin temperature (not shown), and its verification

is given later in the snow-free case in section 4b.

Figures 4a and 4b present a corresponding 72-h hourly

time series of the GFS surface skin temperature Tskin,

2-m air temperature T2m, and first model level air tem-

perature T1lev at the Utica station, for the CTL and

EXP5 runs, respectively. The temperature T2m is di-

agnosed in the GFS at 2-m height using the integrated

dimensionless equation in Eq. (A8) and assuming that

u* and u* are constant with height. Similarly, one can

derive the 10-m surface wind speed U10m and 2-m spe-

cific humidity q2m from the vertical profile stability

functions, respectively.

For the first 24h from 2100 UTC 16 February to

2100 UTC 17 February, these three temperatures are

very close and exhibit little difference, indicating a

well-mixed surface layer due to significant wind speed

(see Fig. 5 below) and strong coupling between the land

and the atmosphere. However, starting at 2100 UTC

17 February, when the near-surface wind is now weak as

sunset approaches and solar radiation rapidly decreases

then drops to zero, the land surface radiatively cools and

Tskin rapidly drops about 17K, while T1lev does not de-

crease much. The difference between Tskin and T1lev at

FIG. 3. Hourly time series of 2-m air temperature (K) at Utica,

NY (at location of X in Fig. 2) for observations (blue), CTL (black),

EXP1 (green), EXP2 (orange), EXP3 (purple), EXP4 (light blue),

and EXP5 (red) during the 72-h period from 0000 UTC 16 Feb to

0000 UTC 19 Feb 2015.

FIG. 2. The 3-h change in GFS forecasts of T2m (8C) in CTL (a) from 2100 UTC 16 Feb to 0000 UTC 17 Feb 2015

and (b) from 2100UTC 17Feb to 0000UTC 18Feb 2015. Difference inT2m betweenEXP5 andCTL at (c) 0000UTC

17 Feb 2015, and (d) at 0000 UTC 18 Feb 2015. GFS initial conditions valid at 0000 UTC 16 Feb 2015. The ‘‘X’’ and

‘‘A’’ denote locations of Utica and Albany, NY, respectively.
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the first model level (21m above the surface at this sta-

tion) reaches about 16K.

The above results indicate a decoupling in the model

concurrent with a cessation of turbulent transport in the

surface layer, as shown in Figs. 5a–c. Because of weak

wind, a large stable vertical temperature gradient, and

clear sky yielding less downward longwave flux on the

surface, turbulence is weak and the friction velocity or

aerodynamic conductance for momentum or heat is very

small, even zero, during the period from the late afternoon

of 16 February to the early evening of 17 February. Similar

decoupling and unrealistic cooling appears again the next

day before sunset at 0000 UTC 18 February, and the large

difference between Tskin (or T2m) and T1lev is again ap-

parent. The excessive cooling and decoupling result in a

large cold bias of the surface temperatures. At the same

time, owing to little downward heat transport from the

atmosphere to the land, the conditions may produce a

warm temperature at the first model level and at layers of

the lower troposphere. Given that there is no sounding

data at Utica, we utilize station data at Albany, NewYork

(42.7588N, 73.8038W), to compare the temperature and

wind profiles against the sounding observations taken at

this station.A similar decoupling occurred atAlbany from

the late afternoon (before 0000 UTC 18 February, as

shown in Fig. 2) to early morning (1200 UTC) on 18 Feb-

ruary. Figure 4c presents a comparison of temperature

profiles at 1200UTC 18 February. The CTL run exhibits a

large temperature difference near the surface, where the

surface air temperature T2m (246.6K) is much lower than

observed (252.6K), while the temperatures at the lowest

model level and three model levels above (below 200-m

height) are several degrees higher than observed. The

small downward heat transport from the atmosphere to

the land during the nighttime decoupling period results in

accumulation of excess heat and as a result, the warm bias

exists at or above the first model level.

The EXP5 test run in Fig. 4b produces a reasonable

diurnal cycle of T2m (as shown in Fig. 3). Before sunset,

either at 0000 UTC 17 February or at 0000 UTC

18 February, Tskin does not show a rapid drop and T1lev

decreases gradually, plus their difference is just a few

degrees, indicating that the excessive cooling and de-

coupling between the surface and the atmosphere does

FIG. 4. Hourly time series of T1lev (blue; K), Tskin (black; K), and T2m (red; K) at Utica, NY, for (a) CTL and

(b) EXP5, during the 72-h period in Fig. 3. The atmospheric (c) temperature and (d) wind speed profiles for CTL

(black) and EXP5 (red) against the sounding observations (blue) at Albany, NY (at location of A in Fig. 2), at

1200 UTC 18 Feb 2015.
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not occur. Weak turbulence and weak mixing can be

seen from Figs. 5a and 5b so that the modifications in

EXP5 prevent the system from decoupling. It is partic-

ularly noteworthy in Figs. 5a and 5b how effective the

small but nonzero nighttime turbulent mixing is at

maintaining effective nighttime coupling during day 2

and day 3 in the CTL. A comparison of temperature

profiles at Albany (shown in Fig. 4c) at 1200

UTC 18 February shows that the T2m (254.0K) in EXP5

is close to observed (252.6K), and the warm bias at the

lowest model level and three model levels above in CTL

is clearly reduced in EXP5 owing to the proper down-

ward heat transport between the land and the atmo-

sphere in very stable surface layer conditions. Figure 4c

also shows that both CTL and EXP5 tend to produce

cold biases in parts of the lower tropsophere, which is

mostly associated with the treatment of vertical turbu-

lence mixing under stable conditions in the planetary

boundary layer scheme. Based on the studies of Han and

Pan (2011) and Han et al. (2016), too strong vertical

turbulent mixing results in a too deep stable layer, while

too weak vertical turbulent mixing can produce cold and

moist biases in the lower troposphere during the night-

time. As shown in Fig. 4d, the observed wind profile

displays quite weakwind below 200-m height and almost

zero vertical wind shear from 300- to 900-m height, in-

dicating that there exists a very large local gradient Ri-

chardson number and strongly stable boundary layer.

Both CTL and EXP5 fail to produce very weak wind

speed or very weak vertical wind shear and consequently

show biases of wind speed of 1–2m s21.

It is also noted in Fig. 5c that the observed wind speed

shows intermittency at a fixed station point during the

evening of 17 or 18 February, but the model does not.

This intermittency will occur not only in time but also

spatially within the nearby area. Since the model result

represents a grid box and not a single point, such in-

termittency across the gridbox area in the real world

implies the areal average turbulence.

The latter point is vividly illustrated in Fig. 6 by

comparing the early nighttime surface sensible heat flux

of the CTL versus EXP5 at the Utica location. As evi-

dent fromFig. 6, the latent heat flux and ground heat flux

do not exhibit much difference between these two runs,

and during the nighttime there is almost no latent heat

flux, as expected. The net radiation shows some differ-

ence during the nighttime, mainly from a difference in

the upward longwave radiation (not shown). The obvi-

ous difference is found in the friction velocity and sen-

sible heat flux.More specifically, in the late afternoon on

16 February as the winds become weak, the turbulence

u* in CTL approaches zero, and the sensible heat flux

also vanishes. Under this condition of virtually zero

FIG. 5. Hourly time series at Utica, NY, for (a) surface aero-

dynamic conductance for momentum (m s21) and (b) heat

(kg m23 m s21), and (c) wind speed at 10 m (m s21) for observa-

tions (blue), CTL (black), EXP1 (green), EXP2 (orange), EXP3

(purple), EXP4 (light blue), and EXP5 (red) during the 72-h

period in Fig. 3.
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turbulence, the surface energy budget includes only the

net radiation and ground heat flux. Similar behavior is

evident in the late afternoon on 17 February. The tur-

bulence stops until 0000 UTC 18 February, and then

weak turbulence emerges but disappears again after a

few hours, which indicates the intermittent turbulence

behavior in the CTL configuration.

By introducing the constraint on the MO stability

parameter via the limiting value in Eq. (1) on the sta-

bility parameter z/L, the cessation of turbulence does

not happen in EXP5. Rather, weak but nonzero turbu-

lence is maintained, which sustains weak but nonzero

sensible heat flux in the late afternoon and nighttime. A

minor adverse effect of this new approach evident in

Fig. 3 is that the small negative sensible heat flux during

the nighttime and early morning appears to produce a

modest warm bias of 2-m temperature during later

nighttime and early morning.

b. Autumn snow-free case

For a second case of extremely rapid drop in surface

temperatures, we selected a snow-free area with no

clouds or fog in autumn in the southeastern United

States. During the period from 2 to 6 October 2012, a

weak surface high pressure system dominated the region

from the Mississippi Valley to the Southeast, and con-

sequently the surface winds became quite weak.

Similar to the above case over snowpack, GFS 7-day

forecasts were executed for a control run and five sen-

sitivity experiments initiated at 0000 UTC 2 October

2012. In the GFS control run, overly rapid cooling again

happens in some regions in the late afternoon on 2 and

4 October. Figure 7a presents the 2-m temperature

change for the 3-h period ending at 0000UTC 5October

2012. An unreasonably rapid and large drop in 2-m

temperature is evident over the Southeast, showing a

change of more than 108C in some areas therein. As

shown in Fig. 7b, the EXP5 run again reduces the large

FIG. 6. Hourly time series at Utica, NY, for (a) CTL and

(b) EXP5 for surface sensible heat flux (blue; Wm22), latent heat

flux (green; Wm22), ground heat flux (purple; Wm22), net radia-

tion (red; Wm22), and friction velocity (black; m s21) during the

72-h period in Fig. 3.

FIG. 7. The 3-h change in GFS forecast of T2m (8C) in (a) CTL

from 2100UTC 4Oct to 0000UTC 5Oct 2012 and (b) difference of

2-m temperature (8C) between EXP5 and CTL at 0000 UTC 5 Oct

2012. The ‘‘X’’ denotes the location of Goodwin Creek, MS.
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temperature drop by about half in those areas mani-

festing the biggest drop in CTL.

The Surface Radiation Budget Network (SURFRAD)

(Augustine et al. 2000) station at Goodwin Creek,

Mississippi, is located within the rapid cooling region

cited above. This station is covered by deciduous

broadleaf forecast, and the z0M is 0.826m in CTL,

EXP3, and EXP4, and 0.5m in EXP1, EXP2, and

EXP5. Thus, the GFS forecasts can be assessed against

the SURFRAD observations at this station such as 2-m

temperature, surface skin temperature, and radiation

fluxes. Figure 8a shows a comparison of the hourly time

series of observed and GFS forecast 2-m temperature

(control and the five experiments) at Goodwin Creek

during the 4-day period from 0000 UTC 2 October to

6 October 2012. The overly rapid drop in GFS 2-m

temperature occurs in late afternoon on 2 and 4 October

in all GFS runs except for EXP4 and EXP5. Compared to

the observations on these two days, both EXP4 and

EXP5 show a reasonable 2-m temperature forecast, while

the other experiments yield a large cold bias before and

after sunset, as in CTL.

The surface skin temperature verification can be

found in Fig. 8b, and its variations are similar to the 2-m

air temperature. Around sunset, the EXP4 and EXP5

runs are quite close to the observations, but EXP4

exhibits a somewhat warmer bias than EXP5 during a

period from 0000 to 1200 UTC 5 October because of a

higher z0M value and stronger constraint of the MO

stability parameter at this station in EXP4, while the

other experiments show a cold bias analogous to that in

the 2-m air temperature. However, the daytime skin

temperatures in all the GFS runs, including EXP4 and

EXP5, exhibit a cold bias compared to the observations

during the first two days. Of course, daytime hours in the

autumn in the southeastern United States are not typi-

cally the time of day for a stable surface layer, which is

the stability regime targeted by EXP4 or EXP5. How-

ever, the updated z0M test (EXP2) and the increase of

Czil test (EXP3) do give some hint of reduced daytime

cold bias, and the combination of these two changes

(EXP1or EXP5) indicates some modest further im-

provement in Fig. 8 in the daytime cold bias of the

forecast of skin temperature.

Weak surface winds are closely associated with the

overly rapid cooling of the 2-m temperature, as shown in

Fig. 8c. The observed surface winds are relatively large

during the daytime but decrease very rapidly in the late

afternoon. In particular, they become almost calm

during a period from 0000 to 1200UTC 3–5October. All

five experiments fail to reproduce the very weak night-

time surface winds, yielding a high bias in nighttime

wind speed. EXP4 and EXP5 show some reduction of

FIG. 8. Hourly time series at the SURFRAD site of Goodwin

Creek,MS (at location of X in Fig. 7), for (a) T2m (K), (b) Tskin (K),

and (c) surface wind speed (m s21) during the 96-h period from

0000 UTC 2 Oct to 0000 UTC 6 Oct 2012 for observations (blue),

CTL (black), EXP1 (green), EXP2 (orange), EXP3 (purple),

EXP4 (light blue), and EXP5 (red).
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the high bias. Figures 8a and 8b show themodel does not

exhibit rapid cooling on 4 October but does show a little

warm bias because of the higher surface winds.

The surface aerodynamic conductance represents the

intensity of the near-surface vertical turbulence that

vertically transports momentum, heat, and moisture, and

thus is considered an important parameter for de-

termining the land–atmospheric coupling ‘‘strength.’’

Given that the aerodynamic conductance is not observed,

Figs. 9a and 9b present only comparisons of GFS simu-

lated aerodynamic conductance formomentumCMU and

aerodynamic conductance for heat and moisture CHU.

Except for EXP4 and EXP5, all other GFS runs show the

aerodynamic conductance for momentum, or for heat

and moisture, approaches zero around 0000 UTC 3 and

5 October. However, in EXP4 or EXP5, while the aero-

dynamic conductance also decreases rapidly in the late

afternoon, it does not approach zero and therefore weak

turbulence is sustained during the late afternoon and

nighttime periods. It is noted that because of higher value

of the momentum roughness length z0M at this station,

the aerodynamic conductance for momentum, or for heat

and moisture, in EXP4 is larger than that in EXP5, in-

dicating EXP4 sustains more turbulence under very sta-

ble conditions, which results in a warmer bias of the

surface skin temperature as shown in Fig. 8b.

Turning our attention briefly to the daytime period,

Fig. 9 also shows that the proposed alternative approach

to the momentum roughness length z0M in EXP2 alters

the daytime aerodynamic conductance for momentum.

For the daytime aerodynamic conductance for heat and

moisture, both the alternative z0M (EXP2) and alterna-

tive Czil (EXP3) approaches reduce it, thus resulting in

less surface heat and moisture flux during the daytime

and improvement of the daytime surface skin tempera-

ture (as shown in Fig. 8b).With smallCzil likeCTL, EXP4

has high z0H and large aerodynamic conductance for

heat, resulting in a large cold bias of the daytime surface

skin temperature, which is notably reduced in EXP5.

5. Assessment of daily winter forecast tests

To further examine the impact of the new stable sur-

face layer approach we propose for the GFS, daily GFS

forecasts are carried out for a winter period exceeding

40 days spanning 21 January to 2 March 2015. During

this season, many users of the operational GFS forecast

products and the Model Evaluation Group in the EMC

of NCEP had reported numerous instances of excessive

cooling of 2-m air temperature forecasts over land in the

late afternoon and nighttime. The CTL uses the current

operational GFS version. The EXP in this section in-

cludes all three model changes summarized at the be-

ginning of section 4 (i.e., all the changes included in the

experiment denoted EXP5 in section 4). Both the CTL

and EXP versions of the GFS are executed for 7-day

forecasts initialized at 0000 UTC each day of the period

described above.

The model outputs are compared to the validating

surface and vertical sounding observations by means of

the NCEP/EMC Global NWP Model Deterministic

Forecast Verification Package. This package provides

verification statistics for the 14 subregions of CONUS

depicted in Fig. 10, and for larger CONUS regions de-

fined as combinations of 2 or more of the 14 subregions,

such as the 6 subregions defined by the union of the la-

beled regions denoted by red circles in Fig. 10. Also, the

Alaskan subregion is shown in the inset of Fig. 10. Fi-

nally, we will show model verification results for two

very large CONUS subregions that altogether include

FIG. 9. Hourly time series at Goodwin Creek, MS, for surface

aerodynamic conductance for (a) momentum (m s21) and (b) heat

(kgm23 m s21) for CTL (black), EXP1 (green), EXP2 (orange),

EXP3 (purple), EXP4 (light blue), and EXP5 (red) during the 96-h

period in Fig. 8.
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all 14 subregions as follows: 1) a substantially semiarid

‘‘west CONUS’’ region that includes northern West

Coast (NWC), southern West Coast (SWC), Great Ba-

sin (GRB), northern mountain (NMT), southern

mountain (SMT), southwest desert (SWD), northern

plains (NPL), and southern plains (SPL); and 2) an ‘‘east

CONUS’’ region, mostly covered by forests and crops,

and spanning the subregions of Midwest (MDW), Ap-

palachians (APL), lower Mississippi Valley (LMV),

Gulf of Mexico coast (GMC), southern East Coast

(SEC), and northern East Coast (NEC).

In the winter season, persistent snow cover typically

exists over the western and northern reaches of the

CONUS, thus increasing the likelihood of the occurrence

of very stable boundary layers. Figures 11 presents the

areal and temporal mean diurnal cycle (Fig. 11a) and

root-mean-square error (RMSE) (Fig. 11b) of the CTL

and EXP GFS forecasts of 2-m surface air temperature

over east CONUS, as a function of the model 7-day

forecast length. Compared to observations, both CTL

and EXP exhibit a mostly cold bias during daytime and

nighttime, but the EXP reduces the cold bias in the late

afternoon and early nighttime up to 0.38C. The reduction
of RMSE is quite obvious during the 7-day forecast,

particularly around 0000 UTC each day, which for east

CONUS is a transitional period from daytime unstable

conditions to nocturnal stable conditions. The impacts

depicted in Fig. 11 from the GFS surface layer scheme

changes are admittedly small, but larger impacts are seen

in later figures below for colder regions, because the

significant impacts from the proposed changes to the

surface layer occur only episodically in situations of a

very stable boundary layer, as illustrated for specific in-

stances and situations in section 4. In these latter specific

instances, section 4 shows that the improvements from

FIG. 11. (a) (top) Mean 7-day diurnal cycle of T2m (8C) averaged
both spatially over the east CONUS region (see Fig. 10) and tem-

porally over the winter period of 21 Jan–2 Mar 2015, for observa-

tions (black), and 7-day GFS forecast from CTL (red) and EXP

(green); (bottom) as in (top), but shows difference of CTL (red) and

EXP (green) from observations, plus the results of a statistical Stu-

dent’s t test/significance test. The differences outside of the hollow

bars attain the 95% confidence level based on the Student’s t tests.

(b) (top) Corresponding RMSE of CTL (black) and EXP (red) with

respect to observations as function of forecast length over 7 days for

the same period as in (a); (bottom) difference of CTL and EXP time

series in the top plot, plus the results of a statistical Student’s t test/

significance test. The differences outside of the hollowbars attain the

95% confidence level based on the Student’s t tests.

FIG. 10. The seven subregions (denoted by red circles) over

CONUS that were utilized in the NCEP/EMCGlobal NWPModel

Deterministic Forecast Verification Package.
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the proposed changes are very large and beneficial. The

focus here in this section is on a span of over 40 days of

daily GFSwinter forecasts to demonstrate that the changes

slightly improve or do not materially degrade the overall

GFS forecast accuracy throughout an entire month or

more of model forecasts over major regions of the

United States.

Over west CONUS, the CTL exhibits a modest warm

bias during the nighttime but otherwise exhibits 2-m tem-

peratures lower than the observations, with the cold bias

reaching 1.58C in the late afternoon (Figs. 12a and 12b).

The EXP reduces the late afternoon cold bias but adds

modestly more nighttime warm bias. However, the

RMSE shows quite consistent reduction in the EXP

versus the CTL, especially near sunset. The nighttime

warm bias of west CONUS is contributed mostly by the

southwest subregions including SWC, SMT, SWD, and

GRB, where bare soil or sparse broadleaf shrub is the

vegetation type. The other subregions also show themodel

changes have a positive impact on the surface temperature

forecast, except for the SPL subregion, which shows a

neutral impact.

The substantial improvement of the 2-m temperature

forecast can be seen more clearly in the northerly sub-

regions such as Alaska, the Northwest, and the North-

east. Figure 13a presents the 2-m temperature changes

in the Northwest subregion, which is mostly covered by

needleleaf evergreen forest, which is characterized by

large roughness length. The late afternoon and night-

time 2-m temperature in the CTL exhibits temperatures

up to 38C lower than the observations, and the EXP

significantly reduces this cold bias, with reductions up to

1.28C near sunset. The RMSE in the CTL indicates large

errors in the late afternoon (Fig. 13b). The reduction of

RMSE in the EXP is evident and reaches as large as 18C,
which amounts to about a 25% reduction of total RMSE

versus the CTL. It is noteworthy that the daytimeRMSE

also dropped in the EXP.

As discussed in section 4, the excessive surface cooling

and associated decoupling that arises from the very small,

or virtually zero, surface sensible heat flux can result in a

counterpartwarm bias in the lower atmosphere above the

surface layer. Figure 14 presents the bias and RMSE of

vertical temperature profiles of the CTL and EXP runs

verified against radiosonde observations in the Northern

Hemisphere (from 208 to 808N) and in theNorthAmerica

region (from 258 to 608N and from 1458 to 508W) at the

12- and 36-h forecast lengths. The CTL exhibits warm

biases in the lower troposphere in the Northern Hemi-

sphere, including the North American region. The re-

duction of the lower-tropospheric warm bias in the EXP

is apparent, and the RMSE also exhibits a reduction in

the EXP in the lower troposphere, both for 12- and 36-h

forecasts. Negligible improvement or no negative impact

from the proposed modifications is noted in the Southern

Hemisphere (from 208 to 808S) and tropical regions (from
208S to 208N) (not shown). The spatial and temporal ex-

tent of very stable surface layers is of course much less in

the tropics and Southern Hemisphere during Northern

Hemisphere winter.

Verification of the GFS precipitation forecast over

CONUS against ground-based precipitation observa-

tions for the 12–84-h forecast range indicates positive

impact from the model changes. In Fig. 15, the Model

FIG. 12. As in Fig. 11, but for west CONUS.
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Deterministic Forecast Verification Package applies the

Monte Carlo significance test rather than the Student’s t

test applied in Figs. 11–13 because the conventional

method of significance tests such as the Student’s t test is

not applicable for precipitation skill scores. As shown in

Fig. 15 for skill scores of the GFS precipitation forecast

over CONUS during the 60–84-h forecast range, the EXP

yields higher equitable threat scores than the CTL, and

this skill difference attains the 95% confidence level for

the majority of the light and medium precipitation

amounts. Bias reduction in EXP versus CTL is quite

consistent from light to heavy precipitation and signifi-

cant at the 95% confidence level for light and medium

precipitation. Therefore, the improvement of land–

atmosphere interaction processes in the model can re-

duce errors of surface temperature and errors of the

vertical temperature profiles, modify the boundary layer

structure and atmospheric stability, and finally have a

significant impact on the precipitation processes.

6. Conclusions

The NCEP GFS global prediction model has

experienced a longstanding problem of severe cold bias

FIG. 13. As in Fig. 11, but for northwest CONUS.

FIG. 14. Mean vertical profiles of air temperature (K) bias and

RMSE for CTL (solid) and EXP (dot–dash) forecasts verified

against radiosonde observations, as temporally averaged over the

winter period of 21 Jan–2Mar 2015 and spatially averaged over the

(a) Northern Hemisphere and (b) North America. Black lines (red

lines) are bias from 12-h (36 h) forecasts. Green lines (blue lines)

are RMSE from 12-h (36 h) forecasts.
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in the 2-m air temperature forecasts over land in the late

afternoon and nighttime during most seasons. This cold

bias is closely associated with the nocturnal stable

boundary layer (and is accompanied by a corresponding

warm air temperature bias in the first model level above

the ground). This study identified the cause of the large

surface cold bias by examining the GFS surface layer

parameterization and proposing and testing practical

approaches to reduce the bias.

GFS experiments in both a winter case with snowpack

and a snow-free autumn case demonstrated that three

proposed GFS modifications 1) considerably reduce the

excessive cooling of surface skin temperature and 2-m

air temperature and 2) prevent the collapse of turbu-

lence and potential numerical instability resulting from

thermal decoupling of the land surface and atmosphere.

The most effective of the three modifications is the in-

troduction of a limiting condition, following Van de

Wiel et al. (2007), on the z/L stability parameter in the

Monin–Obukov similarity theory, with implication that

the model is only able to capture the near-neutral to

weakly stable regime. The warm temperature bias at the

first model layer was also reduced by this modification,

which yielded a more proper downward heat transport

between the land and the atmosphere in very stable

surface layer conditions. Last, the other two modifica-

tions, which involved alternative formulations of 1) the

momentum roughness length and 2) the so-called Czil

parameter applied in the thermal roughness length cal-

culation, altered the GFS daytime aerodynamic con-

ductance and thereby improved the GFS daytime

forecast of land surface skin temperature.

A comprehensive set of daily GFS 7-day forecast ex-

periments spanning more than one month in winter

demonstrated that using the proposed three approaches

considerably reduced the 2-m temperature cold bias

and RMSE in the late afternoon and early nighttime.

Moreover, because of the improvement of the interac-

tion of the land and the atmosphere, these model changes

impacted model levels above the surface layer and re-

duced the bias and RMSE of atmospheric temperatures

in the lower troposphere. Last, the results also revealed

that the improvements of the near-surface temperature

and the low-level temperature, and the attendant influ-

ence on the large-scale flow arising from the model

changes, yield generally positive impacts on the skill of

GFS forecasts of light and medium precipitation amounts

over the CONUS.

FIG. 15. (left) Precipitation equitable threat scores and (right) bias scores of the GFS precipitation forecast over

CONUS for the CTL (black) and the EXP (red), as temporally averaged over the winter period of 21 Jan–2 Mar

2015. The blue numbers in the top plots denote number of observation stations, and bottom panels indicate their

differences with the Monte Carlo significance tests. The differences outside of the hollow bars attain the 95%

confidence level based on 10 000 Monte Carlo tests.

3984 MONTHLY WEATHER REV IEW VOLUME 145

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 07/19/23 06:12 PM UTC



As mentioned before, the proposed approach focuses

on a proper treatment of surface layer parameterization

under very stable conditions in the NCEP GFS to pre-

vent excessive cooling of 2-m surface air temperature

forecasts and decoupling between the surface and the

atmosphere. It is fair to point out that although the re-

sults indicate these changes bring about considerable

improvement in forecasts of 2-m surface air temperature

and vertical temperature profiles, as well as improved

precipitation forecast skill overmost regions, some regions

such as those dominated by bare soil exhibit a slightly

higher warm bias with the proposed model changes.

However, the warm bias increase is quite small. In the

future, new land datasets such as new fields of vegetation

and soil type, near-real-time green vegetation fraction, and

land surface albedowill be updated in theGFS and further

reduction of model forecast errors is anticipated.

Acknowledgments. The authors thank Glenn White

and Geoffrey Manikin from NCEP/EMC Model Eval-

uation Group for the cases’ selection. The authors also

highly appreciate many suggestions and beneficial

comments from Mark Iredell, Shrinivas Moorthi, Jongil

Han, Ruiyu Sun, Fanglin Yang, Ying Lin, and Vijay

Tallapragada at NCEP/EMC. Internal reviews from

Ruiyu Sun and Youlong Xia at NCEP Environmental

Modeling Center are acknowledged. Anonymous re-

viewers are thanked for the constructive comments and

suggestions. This work was completed at NOAA/

NCEP/Environmental Modeling Center.

APPENDIX

The Stable Surface Layer Parameterization Scheme
in the GFS

To help to understand the stable surface layer pa-

rameterization scheme in the GFS (Long 1986), some

pertinent features are described below.

In a numericalmodel, the turbulent fluxes ofmomentum

t, heat SH, and moisture LH in the surface layer for both

unstable and stable conditions are given by

t52rC
M
U2

a , (A1)

SH52rC
p
C

H
U

a
(u

a
2 u

s
), and (A2)

LH52rL
y
C

H
U

a
(q

a
2 q

s
) , (A3)

where Ua, ua, and qa are the absolute wind speed, po-

tential temperature, and specific humidity, respectively,

at height of the first model level; us is the surface po-

tential temperature; qs is the surface specific humidity;

Cp is the specific heat of air; Ly is the latent heat of

vaporization; and r is the air density. The bulk transfer

coefficients for momentum CM and heat CH can be ex-

pressed as

C
M
5 k2/F2

M and (A4)

C
H
5 k2/F

M
F
H
, (A5)

where k is the von Kármán constant, and FM,H are ob-

tained by integrating the vertical profile stability func-

tions uM,H according to

F
M,H

5

ðz
z0M,H

dz0

z0
u
M,H

(z0/L), (A6)

in which z is the height above the surface; z0M,H denotes

momentum and thermal roughness lengths, re-

spectively; and z . z0M,H. The vertical profile stability

functions uM,H are defined with the friction velocity u*
and the temperature scaling u* as

u
M

�z
L

�
5

kz

u*

›U

›z
and (A7)

u
H

�z
L

�
5

kz

u*

›u

›z
. (A8)

The functions uM,H are the universal nondimensional

vertical shears of wind speed U and potential tempera-

ture u. The Obukhov length L in Eq. (A6) is defined by

L5
u

kg

u2

*
u*

, (A9)

where g is the gravitational constant.

For stable conditions, unlike the standard form found

in MO similarity in terms of z/L, the form of uM,H is

specified by

u
M
5u

H
5 (11aR) , (A10)

where a is a constant parameter and a 5 5 is typically

used (Dyer 1974), R 5 (g/u)(›u/›z)(›U/›z)22, which is

known as the gradient Richardson number. The MO

stability parameter j 5 z/L can be obtained as

j5
u2
M

u
H

R . (A11)

Applying Eq. (A11), Eq. (A10) becomes

u
M
5u

H
5

1

2
(11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4aj

p
) . (A12)

Finally, after performing the integration in Eq. (A6)

using Eq. (A12), one obtains
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5 ln
z

z
0M,H

2c
M,H

�
z

L
;
z
0M,H

L

�
, (A13)

where

c
M,H

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4aj

0M,H

q
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4aj

p
1ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4aj

p
1 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

114aj
0M,H

q
11

,

(A14)

and j0M,H 5 z0M,H/L.
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